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Abstract
Background: Multiparametric magnetic resonance imaging (mp-MRI) is intro-
duced and established as a noninvasive alternative for prostate cancer (PCa)
detection and characterization.
Purpose: To develop and evaluate a mutually communicated deep learning
segmentation and classification network (MC-DSCN) based on mp-MRI for
prostate segmentation and PCa diagnosis.
Methods: The proposed MC-DSCN can transfer mutual information between
segmentation and classification components and facilitate each other in a boot-
strapping way. For classification task, the MC-DSCN can transfer the masks
produced by the coarse segmentation component to the classification compo-
nent to exclude irrelevant regions and facilitate classification. For segmentation
task, this model can transfer the high-quality localization information learned
by the classification component to the fine segmentation component to miti-
gate the impact of inaccurate localization on segmentation results.Consecutive
MRI exams of patients were retrospectively collected from two medical cen-
ters (referred to as center A and B). Two experienced radiologists segmented
the prostate regions, and the ground truth of the classification refers to the
prostate biopsy results. MC-DSCN was designed, trained, and validated using
different combinations of distinct MRI sequences as input (e.g., T2-weighted
and apparent diffusion coefficient) and the effect of different architectures on
the network’s performance was tested and discussed. Data from center A were
used for training,validation,and internal testing,while another center’s data were
used for external testing. The statistical analysis is performed to evaluate the
performance of the MC-DSCN. The DeLong test and paired t-test were used to
assess the performance of classification and segmentation, respectively.
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Results: In total, 134 patients were included. The proposed MC-DSCN outper-
forms the networks that were designed solely for segmentation or classification.
Regarding the segmentation task, the classification localization information
helped to improve the IOU in center A: from 84.5% to 87.8% (p < 0.01) and
in center B: from 83.8% to 87.1% (p < 0.01), while the area under curve (AUC)
of PCa classification was improved in center A: from 0.946 to 0.991 (p < 0.02)
and in center B: from 0.926 to 0.955 (p < 0.01) as a result of the additional
information provided by the prostate segmentation.
Conclusion: The proposed architecture could effectively transfer mutual infor-
mation between segmentation and classification components and facilitate
each other in a bootstrapping way, thus outperforming the networks designed
to perform only one task.

KEYWORDS
deep learning, multi-parametric magnetic resonance imaging, prostatic cancer classification,
prostate segmentation

1 INTRODUCTION

Prostate cancer (PCa) is currently the most common
cancer in the male urinary system worldwide.1 Early
detection and risk assessment of PCa helps distin-
guish clinically significant PCa, which risks progress
while avoiding overdiagnosis. Therefore, studying PCa’s
characteristics (classification) is an important research
direction in PCa diagnosis. For the diagnosis of PCa,
systematic biopsy has remained the standard diagnos-
tic route despite its associated risks.2–4 Recent studies
have demonstrated that multi-parametric magnetic res-
onance imaging (mp-MRI) can provide a noninvasive
way to study characteristics and assist in diagnosing
PCa.5,6 Moreover, MRI-based prostate segmentation is
also important in guiding radiotherapy, biopsy, and focal
therapy.

For the diagnosis of PCa, systematic biopsy has
remained the standard diagnostic route despite its asso-
ciated risks.2 Due to a limited number of biopsy samples
and low resolution of transrectal ultrasound (TRUS),
lesions may be missed, or the Gleason score deter-
mined from biopsy samples is likely to be biased.2,3

Recent studies have demonstrated that multi-parametric
MR imaging (mp-MRI) can provide a noninvasive way to
study characteristics and assist in diagnosis of PCa.5,7

On the other hand, MRI-based prostate segmentation is
also important in guiding radiotherapy, biopsy, and focal
therapy and its application in diagnosis.

Many previous studies have demonstrated that no
single MRI sequence is definitive for PCa detection.
Mp-MRI with both anatomical and functional sequences
is necessary for PCa detection and diagnosis. The
Prostate Imaging Reporting and Data System (PI-
RADS) scoring system defines that mp-MRI for PCa
detection and diagnosis typically includes T2w imag-
ing, diffusion-weighted imaging (DWI), MR spectro-
scopic imaging (MRSI),and dynamic contrast-enhanced

(DCE) MRI.8 However, the accuracy of PI-RADS largely
depends on the experience of the radiologist. Moreover,
manually interpreting mp-MRI images requires substan-
tial expertise of a radiologist. Therefore, automated
and accurate PCa detection from mp-MRI contributes
to alleviating radiologists’ burden, reducing the risk of
over-/under-treatment, and enabling large-scale PCa
screening.9

Computer-aided diagnosis (CAD) has been a rapidly
growing and active research area over the past two
decades. Several CAD systems for the radiological
assessment of thalamic nuclei, left-ventricular, and
prostate malignancies have been developed,10–12 and
encouraging results have been reported. CAD systems
for PCa comprise two main tasks: prostate segmen-
tation and classification.7–13 The segmentation task
involves detecting the prostate’s location and bound-
aries, whereas the classification’s goal is to determine
PCa type (e.g., benign, malignant). However, both tasks
are still challenging. The heterogeneous anatomical
structure of the prostate and its wide variation in size
and shape among different subjects make it difficult
to determine prostate boundaries. Likewise, the PCa
classification is challenging as both PCa, and benign
prostatic hyperplasia tissues have similarly abnormal
and lower signal responses.

In recent years, growing evidence indicates that deep
learning-based methods can effectively learn multi-
parametric information. So, it might be a potential
alternative to conventional hand-crafted methodologies
for solving image classification problems.14,15 And deep
learning methods have become mainstream CAD sys-
tems for prostate segmentation and PCa classification
due to their accuracy and efficiency.16 Several computer-
aided systems based on deep learning have been devel-
oped in the past decade for accurate and automated
PCa diagnosis. Song et al. presented deep convolution
neural network (CNN)-based enhanced prediction to
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MUTUALLY COMMUNICATED PROSTATE MR MODEL 3447

diagnose PCa based on mp-MRI, and achieved an area
under curve (AUC) of 0.944 for the PCa detection.17

Yang et al. developed a co-trained CNN with a single-
stage SVM classifier for PCa detection and lesion
localization from mp-MRI, and achieved a sensitivity of
0.97 on a dataset containing 160 patients.18 Sanford
et al. developed an artificial intelligence solution for PI-
RADS classification and compared its performance with
an expert radiologist using targeted biopsy results.19

With the growing importance of prostate segmentation,
several segmentation methods have been proposed
over the past few years to meet the challenges.Zhu et al.
developed a fully automatic approach to segmenting
the outer prostate contour and the peripheral zone (PZ)
contour with high efficacy.20 Alkadi et al. proposed an
approach based on deep learning to detect and localize
PCa in T2w MRI by extracting 3D prostate informa-
tion using the 3D sliding window method.21 Ghavami
et al. investigated the impact of network architecture
on the accuracy of volume measurement based on the
3D prostate T2w MRI data set.22 Wang et al. employed
deeply supervised 3D fully convolutional networks with
group dilated convolution for automatic segmentation of
prostate T2w MR images.23

However, the networks mentioned above are gener-
ally designed for either segmentation or classification,
ignoring the potential benefits of jointly performing both
tasks, while several studies have shown that segmenta-
tion and classification are two highly related tasks.24–26

For example, segmentation can help eliminate the inter-
ference of irrelevant regions in the image and help
improve the accuracy of PCa diagnosis. In addition, cat-
egorized diagnostic information can help to highlight
lesion areas and hence contribute to segmentation. In
this work, we develop a new mutually communicated
deep learning segmentation and classification network
(MC-DSCN) for prostate segmentation and PCa diag-
nosis. The proposed MC-DSCN can transfer mutual
information between segmentation and classification
components and facilitate each other in a bootstrapping
way. The MC-DSCN is trained and validated on mp-MRI
data from two medical centers.

2 MATERIAL AND METHOD

2.1 Dataset

The mp-MRI datasets were acquired from two medical
centers (center A: First Affiliated Hospital of Shenzhen
University, center B: Union Hospital of Huazhong Uni-
versity of Science and Technology). This retrospective
study was approved by the Institutional Review Board of
both centers, and written informed consent was waived.
Between November 2019 and November 2021, 63 and
71 patients were retrieved from medical centers A and B,
respectively. The inclusion criteria were: (1) The patients

were scanned by routine prostate MRI examination,
and the scanning parameters of each sequence were
consistent with the research requirements; (2) Prostate
biopsy was performed within 1 month after MR exam-
ination; and (3) The patient underwent mp-MRI before
radical prostatectomy.

The body coil and 18-channel abdominal phased
array coil were used as transmitter and receiver, respec-
tively. The slice package center was located 2.0 cm
above the pubic symphysis. During the scan axial T1
weighted, axial, sagittal, and coronal T2 weighted, and
axial diffusion weighted (DW) images were acquired.
T2W parameters: (1) center A: TE (Echo Time) = 67 ms,
TR (Repetition Time) = 4000 ms, matrix = 256 × 256,
FOV (Field of View) = 200 × 200 mm, slice thick-
ness = 3 mm; (2) center B: TE = 93 ms, TR = 4500 ms,
matrix = 136 × 160, FOV = 170 × 200 mm2, slice
thickness = 4 mm. DWI parameters: (1) center A:
TE = 95 ms, TR = 4500 ms, matrix = 102 × 160,
FOV = 128 × 200 mm2, slice thickness = 3 mm; (2) cen-
ter B: TE = 93 ms, TR = 4500 ms, matrix = 136 × 160,
FOV = 170 × 200 mm2, slice thickness = 4 mm.
The Apparent Diffusion Coefficient (ADC) maps were
calculated by using linear least squares curve fit-
ting of pixels (in log scale) in the four diffusion-
weighted images against their corresponding b values
(0/100/400/800 s/mm2).

All 134 patients from centers A and B were
scanned on a Siemens Prisma 3.0 T scanner. After
applying inclusion and exclusion criteria, 134 patients
(mean age: 65 years; range: 53–77 years; nonmalig-
nant/malignant = 82/52) were included in the study from
two medical centers. Herein, “Classification” indicated
a binary category of “benign” or “malignant” (clinically
significant lesions), which was pathologically confirmed
in the following surgery or needle biopsy. Patients from
medical center A were divided randomly into training and
internal testing cohorts with a ratio of 4:1 using stratified
sampling. Patients from medical center B were utilized
as the external testing cohort.

The image registration was performed using coordi-
nate information stored in the DICOM headers to match
the position and resolution of ADC and T2w images.
And, the co-registered ADC-T2w images were aug-
mented using a nonrigid image deformation method.27

1270 slices of co-registered ADC-T2w images (530
slices for 63 patients in center A, 740 slices for 71
patients in center B) were augmented to 4364 slices
using a nonrigid image deformation method. The details
of the data processing can be found in the supplemen-
tary material (Figure S1). Firstly, we choose 9 points
that are distributed evenly around the prostate, denoted
as Pn = {p1, p2…p9}. Then every point was shifted
randomly and by amount independent from shift of other
points within [−6, 6] pixels to obtain the new position of
these 9 point TPn = {Tp1, Tp2 … , Tp9}. Finally, the
deformed T2 and ADC images are derived based on
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3448 MUTUALLY COMMUNICATED PROSTATE MR MODEL

linear moving least square with these 9 points from Pn
to TPn, respectively.

The transformation was derived based on moving
least squares.28 Let’s assume the 9 points as control
points X (x, y). Then for every control point, we randomly
shift the x−y coordinates of the point by [−6, 6] pix-
els, that is,x′ = x ± 0, 1, 2, or3,and y′ = y ± 0, 1, 2, or3,
yielding a new transformed 9 points X ′(x′, y′). Then
we compute the deformation function for transforming
X (x, y) to X ′(x′, y′), f {X (x, y)} = X ′(x′, y′). The func-
tion f is calculated based on these properties: (1) f can
handle 9 points and (2) f should produce smooth defor-
mations.Lastly,we can apply the calculated deformation
function f to the original image to generate augmented
data.

As the prostate region is only a small part of the
whole image, a square-shaped region (128 × 128) was
selected and the pairs of ADC-T2w images and images
were cropped to this selection. Then, the intensities of
the images within the selected region were normalized
before serving as an input to the network.

2.2 Developing a mutually
communicated segmentation and
classification architecture

This work aims to design a MC-DSCN, which jointly
performs segmentation based on pixel-level information
and classification based on image-level information.The
architecture of this new network is shown in Figure 1.
It contains three components: the coarse segmenta-
tion component, the classification component, and the
fine segmentation component.The proposed MC-DSCN
model can transfer the coarse prostate masks pro-
duced by the coarse segmentation component to the
classification component to exclude irrelevant regions
and facilitate classification. Furthermore, this model can
transfer the high-quality localization information (cancer
response map, CRM) learned by the classification com-
ponent to the fine segmentation component to mitigate
the impact of inaccurate localization on segmentation
results.

The coarse segmentation component’s main function
is to generate prostate masks that provide preliminary
information about the prostate location for the classifi-
cation component.The architecture of this component is
based on the residual Unet with attention blocks.Unet is
commonly used for medical image segmentation tasks
because of its multi-scale feature fusion capability.29

The residual Unet takes advantage of the Unet and the
residual mechanism to solve degradation while train-
ing the network. The attention block is placed right
before the concatenation operation to highlight salient
features passed through the skip connections. The
details of the segmentation component are described in
Figure 2.

The input of the classification component contains
cropped T2w images, ADC maps, and coarse prostate
masks. As mentioned above, coarse prostate masks
boost the localization and discrimination ability of the
classification component as the surrounding tissue neg-
atively affects the PCa diagnosis performance. This
component takes advantage of both the bottleneck
blocks and the co-training block. The bottleneck block is
introduced to extract features and solve the degradation
problem while training the network.30 In the bottleneck,
we use a 1 × 1 convolutional layer (shown in Figure 1(b))
to fuse the multi-channel feature map, yielding a single-
channel feature map. After bilinear interpolation, this
fused feature map can be potentially directly used as
the CRM. A greater value at location (x, y) indicates a
greater likelihood of this position being cancerous.

As the ADC and T2w images from the same patient
are co-registered, the prostate would be expected to
appear in the same location, and the cancer response
map of an ADC slice should be consistent with one
of the corresponding T2w slices. However, training two
independent classification components for ADC and
T2w images separately cannot guarantee consistency
of CRM derived from the two modalities. Therefore, we
introduce a co-training block to fuse the multimodal fea-
ture information learned from T2W and ADC images.
The co-training block utilizes the classification hybrid
loss that includes two classification losses for T2w and
ADC images, and the loss to ensure the consistency
between the ADC and T2w derived CRMs. The total
classification loss is calculated following these steps:
First, the prediction probabilities (ProbabilityT2w and
ProbabilityADC) are obtained by Global Average Pool-
ing (GAP) and sigmoid function. Then the cross-entropy
losses (T2w loss and ADC loss, respectively) are calcu-
lated.Thirdly, the consistency loss between the CRMT2w
and CRMADC is calculated; Finally, the T2w loss, ADC
loss, and consistency loss are multiplied by different
weighting factors and added together as the total loss.
Besides, to ensure the meaningfulness of the consis-
tency of CRMs, we calculate the consistency of CRMs
only for the malignant images.

The architecture of the fine segmentation component
is the same as for the coarse segmentation component.
The difference between the coarse and fine segmenta-
tion is that we concatenate the T2w images with CRM
as an input to the fine segmentation block to com-
bine the multiparametric location information (shown in
Figure 2(b) and (c)).

2.3 The loss of MC-DSCN

2.3.1 Hybrid loss of segmentation

To optimize the performance of the segmentation tasks,
we propose a hybrid loss function that not only can
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MUTUALLY COMMUNICATED PROSTATE MR MODEL 3449

F IGURE 1 (a) Architecture of the MC-DSCN for segmentation and classification. The coarse segmentation component is constructed to
generate coarse masks. Next, the classification component is used to produce CRM. Finally, the fine segmentation component generates fine
masks. (b) Architecture of the bottleneck for the classification component. (c) The process of using a bottleneck to produce a CRM for a T2w
image. (d) The process of using a bottleneck to produce a CRM for an ADC image. ADC, apparent diffusion coefficient; CRM, cancer response
map; MC-DSCN, mutually communicated deep learning segmentation and classification network.

quantify segmentation results similarity by generalized
Dice loss at the image level (distribution-based loss)
but also include cross-entropy loss at the pixel level
(region-based loss).31 Moreover, we introduce rank loss
(boundary-based loss) that pays more attention to the
boundary pixels.

The hybrid loss function can be denoted as:

Los shybrid = 𝜆1 LossGDL + 𝜆2LossWCE + 𝜆3Lossrank
(1)

where LossGDL is generalized Dice loss, LossWCE is
the weighted cross-entropy loss, Lossrank is a rank loss.
𝜆1, 𝜆2, 𝜆3 are weighting factors and set to 1, 1, and 0.1,
respectively.

Generalized Dice loss quantifies the degree of agree-
ment between the prediction and the ground truth. It
weights each of the categories to overcome gradi-
ent fluctuation caused by pixels of small targets being
predicted incorrectly and is calculated as follows:

LossGDL = 1 −
2 ∙

∑2
l = 1 wl

∑N
n = 1 ylnpln∑2

l = 1 wl
∑N

n = 1 (yln + pln) + 𝜀

(2)

in which

wl =
1

(
∑N

n=1 yln)
2

(3)
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3450 MUTUALLY COMMUNICATED PROSTATE MR MODEL

F IGURE 2 (a) Overall segmentation component. The architecture is based on the residual Unet with attention blocks. (b) The process of
coarse segmentation. (c) The process of fine segmentation.

where l denotes the number of categories (e.g., back-
ground, prostate), N denotes the number of pixels, n
denotes the index, wl represents the weight of each
category, pln represents the predicted probability of the
nth pixel belonging to the prostate, yln represents the
ground-truth label of the nth pixel, and 𝜀 is set to 0.01
as a smoothing factor.

The second term is weighted cross-entropy loss.
Compared to the generalized Dice loss,which measures
the profile similarity at the image level, the weighted
cross-entropy loss constrains the prediction results at
the pixel level, and it is calculated as follows:

Los sWCE = −
1
N

(
2∑

l=1

N∑
n = 1

wlyln log pln

+ (1 − yln) log (1 − pln)

)
(4)

in which

wl =
N −

∑N
n=1 pln∑N

n=1 pln

(5)

where wl represents the weight of each category.

The third term is rank loss which pays more attention
to the boundary pixels. The pixels inside the prostate
and in the background usually can be easily recog-
nized and contribute little to the optimization. In contrast,
pixels near the boundary are harder to segment and
provide more information for the learning process. The
rank loss pays more attention to these “hard” pixels
near the boundary, which is prone to a higher prob-
ability of suffering from prediction errors. Specifically,
after the forward propagation of each batch, we will
rank the pixels by their prediction errors in the prostate
and background, respectively. The top K pixels with the
largest error in prostate or background are selected as
“hard” pixels. The rank loss function is calculated as
follows:

Los srank =
1

K2

K∑
i = 1

K∑
j = 1

max
{

0, p0i − p1j + margin
}
(6)

where the p0i and p1j are the prediction values of
the ith hard pixel of background and the jth hard pixel
of the prostate for the input image, respectively. We
enforce p1j > p0i + margin in the training stage to ensure
that the network pays more attention to the hard pix-
els. The value of the margin is set to 0.2 in this
study.
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2.3.2 Hybrid loss of classification

To optimize the performance of the classification com-
ponents, we propose the following hybrid loss function:

Los sE = 𝜆1 l (pT2w, y) + 𝜆2l (pADC, y)

+𝜀 (y) 𝜆3lni (CRMT2w, CRMADC) (7)

The l(pT2w, y) and l(pADC, y) indicate the classifica-
tion loss functions (cross-entropy loss) of T2w and
ADC, respectively. And the cross-entropy loss function
is calculated as follows:

l (p, y) = − [ylog (𝜎 (p)) + (1 − y) loglog (1 − 𝜎 (p))]
(8)

where 𝜎(⋅) is the sigmoid function, and y ∈ {0, 1} is the
slice-level label.

The lni(CRMT2w, CRMADC) indicates the normalized
consistency loss function representing the consistency
of CRMT2w and CRMADC. CRMT2w and CRMADC indi-
cate the CRM, which are calculated from T2w and ADC
images, respectively. The normalized consistency loss
function is calculated as follows:

lni (CRMT2w, CRMADC)

=
1
N

‖𝜎 (CRMT2w) − 𝜎 (CRMADC) ‖ (9)

where N is total number of pixels in an image, and‖𝜎(CRMT2w) − 𝜎(CRMADC)‖ calculates the differences
between the CRMT2w and CRMADC as follows:

𝜎 (CRMT2w) − 𝜎 (CRMADC)

=

√∑
x,y

(𝜎 (CRMT2w (x, y)) − 𝜎 (CRMADC (x, y)))2

(10)

The weighting factors 𝜆1, 𝜆2, 𝜆3 are set to 1,1,0.25 in
the network,and 𝜀(y) is a step function.The step function
constrains the classification hybrid loss and calculates
the consistency only with the malignant images.

2.4 Implementation

The Adam algorithm with a batch size of 16, β1 = 0.9,
β2 = 0.999 (β1 and β2 are exponential decay rates
for the moment estimates), and decay = 1e−6 was
adopted to optimize the segmentation components.32

And, the SGD algorithm with momentum = 0.9 and
batch size = 16 was adopted to optimize the classifi-
cation components. The initial learning rate for both the
segmentation and classification component was set to

0.001.The weights of the networks were initialized using
the default initialization mechanism of the Keras frame-
work.We also compared our segmentation network with
Unet and Unet++,33 and our classification network with
ResNet50 and VGG16. All the experiments were per-
formed in the Keras framework. The training strategies
were optimized in the same computer system with Intel
i5-8300HCPU, 16 GB RAM, and a GeForce GTX 1080
graphics processing unit (GPU).The details of the train-
ing process and the learning curves can be found in the
supplementary materials (Figures S2–S5).

2.5 Statistical analysis

Four quantitative metrics were used to evaluate the
quality of the outputs of the segmentation components:
intersection over union (IOU), Dice similarity coeffi-
cient (DSC), recall, and precision. Classification results
were evaluated using four performance metrics: AUC,
precision, sensitivity, and specificity.

Paired t-test was applied to evaluate the contribution
of the CRM,the hybrid segmentation loss,and the archi-
tecture of the segmentation network.The DeLong test34

was used to obtain statistical significance (p-value) by
comparing AUC between the baseline methods (Unet)
and the proposed classification network. Statistical sig-
nificance was defined as p < 0.05. The model was
selected based on the Youden index to ensure a fair
comparison.

3 RESULTS

3.1 Evaluation of the contribution of
segmentation to classification

To verify the contribution of prostate segmentation
to PCa classification, we compared the PCa classi-
fication performance with and without using coarse
prostate masks generated by the coarse segmentation
component.

Figure 3(a) compares ROC curves of the classifica-
tion component obtained with/without using the coarse
masks for center A data. The AUC of the results with
coarse masks (0.991, 95% CI: 0.981–0.998, p < 0.02)
is substantially higher than that of the results without
masks (0.946, 95% confidence interval [CI]: 0.914–
0.981). Figure 3(b) shows the statistical results of the
AUC from the top 10 optimized trained-models with
weights at different epochs (ranked by the Youden
index). The average AUC calculated from these top
10 optimized models also shows that the accuracy
of PCa classification is significantly improved with the
coarse segmentation component (from 0.954 to 0.991,
p < 0.01). Moreover, Figure 3(c) shows the deep learn-
ing score (the probability of the malignancy) by violin
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3452 MUTUALLY COMMUNICATED PROSTATE MR MODEL

F IGURE 3 Each of the columns from left to right correspond to the area under curve (ROC) curve of the classification component, the AUC
boxplot of the classification component, and violin plots of classification scores (representing cases when the coarse mask is or is not used),
respectively. In the top row data from center A is presented, while in bottom row data from center B is presented.

plots. With the bootstrapping of the coarse segmenta-
tion component, the median value of the deep learning
score for malignancy was improved from 0.613 to 0.943,
for the nonmalignancy score was decreased from 0.120
to 0.062. Similar statistical results are shown in panels
(d), (e), and (f) for center B data.

To further validate the improvement of the network’s
performance when coarse segmentation masks are
included, we also compare the heatmaps obtained
by the classification component with or without using
prostate masks in the supplementary materials (Figure
S6).

3.2 Evaluation of the contribution of
classification to segmentation

To evaluate the contribution of the CRM generated
by the classification component to the segmentation
results, we compared the segmentation results from the
coarse segmentation component and the fine segmen-
tation component for center A and center B (shown in
Figure 4). The center B dataset is used for external test-
ing. As mentioned above, the only difference between
the coarse and fine segmentation is that the input to
the fine segmentation is T2w images concatenated with
CRM, while the input to the coarse segmentation com-
ponent is only T2w images. In Figure 4, the columns
from left to right correspond to input images, ground

truth masks, prostate masks after coarse segmentation,
the CRM generated by the classification, and the fine
prostate masks output from the fine segmentation com-
ponent. Note that the segmentation results are more
accurate with the additional input of the localization
maps learned by the classification component.

3.3 Segmentation results of MC-DSCN

To demonstrate the effectiveness of the segmentation
component in MC-DSCN, we compared our segmen-
tation network with the widely used Unet. Unet is one
of the most widely used networks for the segmentation
of medical images due to its robustness and gener-
ally good performance. The visual results and statistical
metrics are shown in Figures 5 and 6, respectively.

In Figure 5, as mentioned above, the main advan-
tage of our model arises from the incorporation of the
prostate location information in the segmentation. Note
the significant improvement based on this modification
by comparing the last two rows (coarse segmentation
and fine segmentation).Comparison of Unet when using
only Dice loss to Unet with our hybrid loss demon-
strates that better segmentation results can be obtained,
indicating the advantage of the hybrid loss as it can con-
strain the segmentation results both at the image and
the pixel level.Also note that the segmentation results of
our model are closer to the ground truth, as our model
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MUTUALLY COMMUNICATED PROSTATE MR MODEL 3453

F IGURE 4 Comparison of the segmentation results of the coarse and fine segmentation components for center A and center B.

F IGURE 5 Representative results of prostate segmentation. Red and green contours correspond to the ground truth and prediction of the
prostate, respectively.

takes advantage of both the attention blocks and the
residual mechanism.

In Figure 6 are presented statistical metrics corre-
sponding to different models for center A.All quantitative
metrics of segmentation show that our method out-
performs Unet. For example, the IOU of the fine

segmentation component is better than the coarse seg-
mentation component (improved from 84.5% to 87.8%,
p < 0.01).Both coarse and fine segmentation results are
better than for Unet (83.9%, p < 0.05). And the statisti-
cal metrics corresponding to different models for center
B can be found in the supplementary materials (Figure
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3454 MUTUALLY COMMUNICATED PROSTATE MR MODEL

F IGURE 6 Comparison of quantitative metrics for different segmentation networks, including Unet with Dice and hybrid loss, coarse
segmentation component (Coarse SC), and fine segmentation component (Fine SC) for center A. The loss is indicated in brackets, including
Dice loss (Dice) and segmentation hybrid loss (hybrid). Both Coarse SC and Fine SC are based on a residual Unet with attention blocks.

F IGURE 7 (a) ROC curves of the classification component for different data sets used as an input. Dashed, dotted, dash-dotted, and solid
lines correspond to the ROC curves of the model with input data being T2w or ADC images without masks, and T2w or ADC images along with
masks, respectively. (b) Dash-dotted, dotted, and solid lines correspond to the ROC curve of the model with imported data that included ADC
images and masks, mp-MRI input (T2w and ADC along with masks), and mp-MRI input (T2w and ADC, with masks and co-trained), respectively.

S7). Moreover, we also compared our segmentation
network with Unet++, the visual results and statistical
metrics can be found in the supplementary materials
(Figures S8 and S9).

3.4 Classification results of MC-DSCN

Figure 7 compared the ROC curves of the classifi-
cation component for different input modes (T2w with

mask, ADC with mask, mp-MRI with mask, et al.). From
Figure 7(a), it can be noted that for both T2w and ADC
images, the AUC with coarse masks is always higher
than the AUC without coarse masks. For T2w images,
the AUC is improved from 0.850 to 0.929 (p < 0.05).
And for ADC images, the AUC is improved from 0.925 to
0.956 (p < 0.05). In PI-RADS 2.0, it has been pointed out
that T2w images reflect the prostate’s anatomical infor-
mation,and it is useful for delineating suspicious lesions
because of their shorter “T2 relaxation time” compared
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MUTUALLY COMMUNICATED PROSTATE MR MODEL 3455

F IGURE 8 The external testing results for center A dataset with the network trained with only center B dataset. Each of the columns from
left to right corresponds to the ROC curve of the classification component, the area under curve (AUC) boxplot of the classification component,
and violin plots of classification scores obtained with/without using the coarse masks, respectively.

to normal glandular tissue.35,36 ADC maps,which reflect
the degree of water diffusivity in the prostate, show low
values in cancerous regions due to higher cellularity.
In addition, ADC values reflect the aggressiveness of
the PCa, with lower ADCs associated with higher-grade
tumors.36

Figure 7(b) shows a comparison of the AUC for
ADC and mp-MRI. Several studies have demonstrated
that mp-MRI will significantly increase the sensitivity
and specificity of the classification because mp-MRI
includes anatomical and functional information. Also, in
this study, the AUC of mp-MRI data (AUC: 0.975) was
higher than for ADC (AUC: 0.956, p < 0.05). Addition-
ally, we evaluated the contribution of the co-training
block in our model. As mentioned above, the function
of the co-training block is to ensure the consistency
of CRM between the different modalities. Compared to
the model without the co-training block, AUC increased
from 0.975 to 0.991 (p < 0.05). In addition,we compared
our classification network with ResNet50 and VGG16 for
classification,and the classification results can be found
in the supplementary materials (Figure S10).

3.5 Evaluation of the generalization
ability of the network

After the deep learning network training is completed,
it is essential to test the generalization capability of
the network. Thus, two medical centers (center A: First
Affiliated Hospital of Shenzhen University, center B:
Union Hospital) datasets were collected,one for training
and the other one for external testing. As was men-
tioned in the Methods section, all the results presented
above are based on the model trained with the cen-
ter A dataset, and center B used for external testing. In
the following test, we try to use center B data for train-
ing and data from center A for external testing, and the
results are shown in Figure 8. Figure 8(a) are compared
ROC curves of the classification component obtained

with/without using the coarse masks for center A data,
and the network is trained with center B dataset. The
AUC of the results with coarse masks (0.920, 95% CI:
0.902–0.931, p < 0.02) is substantially higher than that
of the results without masks (0.868, 95% confidence
interval [CI]: 0.860–0.878). Similar to Figures 3 and 8(b)
shows the statistical results of the AUC from the top
10 optimized trained-models with weights at different
epochs. The average AUC calculated from these top 10
optimized trained-models also shows that the accuracy
of PCa classification is significantly improved with the
coarse segmentation component (from 0.868 to 0.915,
p < 0.01). Figure 8(c) shows the deep learning score
(the probability of the malignancy) using violin plots.

4 DISCUSSION

4.1 Advantages of mutual
bootstrapping

This study has developed a new method (MC-DSCN)
for prostate segmentation and PCa classification. The
proposed model can not only transfer the pixel-level
information of prostate location produced by the seg-
mentation network (coarse segmentation) to the classifi-
cation network,but also transfer the image-level prostate
localization information learned by classification net-
work to the fine-segmentation network to alleviate
the impact of inaccurate localization on segmentation
results.

Firstly, we concatenate the multi-parametric MRI
images and corresponding prostate masks predicted by
coarse-segmentation block as the input to the classi-
fication network, aiming to use the results of prostate
segmentation to facilitate classification of PCa. In sec-
tion A of the results, we found that AUC of the
classification network with coarse masks (0.991, 95%
CI: 0.981–0.998) is substantially higher than that of the
results without masks (0.946, 95% CI: 0.914–0.981).
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3456 MUTUALLY COMMUNICATED PROSTATE MR MODEL

Such performance gain is understandable, since the
predicted masks enable the classification network to
focus more on the prostate instead of background tis-
sues and thus strengthen the ability of the classification
network to diagnose PCa. To further validate this expla-
nation, we visualized in the supplementary material
(Figure S6) CRMs obtained by the classification network
with and without using the coarse lesion masks. It shows
that, when using the coarse lesion masks, the obtained
CRMs are more focused on the prostate.

Secondly, the advantage of using classification to
boost segmentation is usage of images with only image-
level annotations to facilitate the training of a segmen-
tation network, reducing the requirements for the pixel-
level dense annotation. To demonstrate this advantage,
we compared the proposed fine-segmentation model
to a fully-supervised segmentation model (coarse-
segmentation model), which has the same architecture
as fine-segmentation and is trained only on images with
pixel-level labels, but without using any lesion localiza-
tion maps. The IOU of the fine segmentation increases
compared to coarse segmentation (improved from
84.5% to 87.8%, p < 0.01). In Figure 4, a comparison of
the segmentation results of the coarse and fine segmen-
tation network is shown. Moreover, the segmentation
results based on Unet++ shown in the supplementary
material (Figures S8 and S9) also demonstrate that the
image-level information obtained by the classification
network can help for the segmentation task.

4.2 Advantages of multi-parametric
MRI for PCa classification

As reported in Prostate Imaging Reporting and Data
System Version 2.0 (PI-RADS 2.0) (a standardized PCa
reporting system published in 2015 by the American
College of Radiology), T2W and ADC from DWI are
two most recommended sequences for PCa classifica-
tion. Specifically, it pointed out that T2w which reflects
the anatomy of a prostate is useful for delineating sus-
picious lesions because of their shorter T2 relaxation
time compared with normal glandular tissue. And DWI
which reflects the degree of water diffusion has low ADC
values in cancerous regions due to the tightly packed
cells. Moreover, several studies have shown significant
increases in both sensitivity and specificity by combin-
ing both ADC and T2w.2,5,18 Thus, in this work, we also
utilize the ADC and T2w images. As can be noticed
from Figure 7, the AUC of mp-MRI data (AUC: 0.991)
was higher than AUC obtained only when using ADC
(AUC: 0.956, p < 0.05) or T2w (AUC: 0.929, p < 0.05)
images. In addition, we performed an ablation experi-
ment with and without using T1 weighted images as
an input for classification, and the results are shown in
the supplementary material (Figure S11). The perfor-
mance of classification was not improved when using

T1w images (98.6% with T1w,T2w and ADC,and 99.1%
with T2w and ADC). One of potential reasons for not
increasing AUC with additional T1w images might be
similar anatomical information provided by T1w and T2w
images.

Additionally, we evaluated the contribution of the co-
training block in our model. As mentioned above, the
function of the co-training block is to ensure consistency
of CRMs derived using different modalities. We present
the CRM obtained using only T2w or ADC in the supple-
mentary material (Figure S12). It can be noted from this
figure that the CRMs obtained either with T2w or ADC
are different. We believe that the CNN of classification
sees not only PCa-relevant patterns but also irrelevant
visual patterns when distinguishing slices containing
PCa from the normal ones. In addition, the irrelevant pat-
terns are different for CNN ADC and CNN T2w, and in
turn result in different CRMs. To address this problem,
we enforce the CNN models of ADC and T2w to gener-
ate consistent prediction labels and similar CRMs. As
the irrelevant visual patterns learned from CNN ADC
are different from those learned from CNN T2w while
PCa-relevant patterns learned from both models are
similar, the enforcement can greatly reduce the amount
of irrelevant visual patterns without losing PCa-relevant
patterns.

To evaluate the loss function of the segmentation net-
work, we trained our model using various loss functions,
including generalized Dice loss (GDL), weighted cross-
entropy (WCE) loss, the hybrid loss that combined GDL
and WCE loss, and herein proposed loss (GDL + WCE
loss + rank loss). The details of hyper-parameter evalu-
ation for MC-DSCN are provided in the supplementary
material.

There are some limitations to this study. Firstly, this
new method is only validated on the ADC and T2w
images. In future work, we plan to evaluate our method
for a combination of more modalities such as Ktrans
and DCE-MRI. Secondly, the network is based on 2D
co-registered ADC-T2w images. Although, for all the
datasets multi-slice 2D images cover a 3D volume for
each patient, 2D slices from the same patient were
treated independently in this work. Using a network
trained on 3D data would allow to capture the spatial
dependencies between slices of 3D data, leading to
better performance in tasks that require 3D contextual
information and can potentially extract more information
compared to 2D networks. Our future plan is to extend
our current model to multi-view CNNs for joint analy-
sis of 3D MRI datasets. In addition, fusion methods for
multimodal images also should be explored.Secondly, in
this study, we only provide the malignant and nonmalig-
nant classification for the PCa diagnosis. In future work,
we would like to include the Gleason score for a more
accurate diagnosis of PCa. Finally, this study’s registra-
tion method for T2w and ADC images does not consider
motion-induced misalignments.
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MUTUALLY COMMUNICATED PROSTATE MR MODEL 3457

5 CONCLUSION

A new mutually communicated MC-DSCN is proposed
for prostate segmentation and PCa classification based
on mp-MRI. This network can effectively learn T2w and
ADC image features by completing the prostate seg-
mentation and PCa classification task and achieving
mutual guidance and promotion. The proposed network
has a certain value for application to prostate segmen-
tation, PCa classification, and simple lesion detection in
a clinical context.
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